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Abstract: This study employs Python scikit-learn machine learning models, including linear
regression and random forest, to predict the average summer (June, July, August) maximum
temperatures (predictand) for regions in Taiwan below one thousand meters 1n elevation. The
predictions are based on detrended and anomaly May global sea surface temperature (predictor). A

comparison is made between the predictions using global sea surface temperature with and without (a) Correlation coefficient and root-mean-square (b) Correlation coefficient and root-mean-square
performing empirical orthogonal function analysis (EOF). In addition, we conducted predictions of error (RMSE) oft predictions and true values Zg;lrie(C%MSE) of predictions and true values (EOF
categorical types of the following summer (i.e. hot anomaly/normal/cool anomaly). The Python LinearRegression: Predicted and True TW_tmax on Test Set . LinearRegression(EOF): Predicted and True TW_tmax on Test Set .
SHAP module is utilized to analyze key features employed by the models as primary predictors. TR L ——_Corr 0.09 RMSE: 0.9

Finally, the overall performance of the prediction models is calculated using K-Fold cross- .67 o T eaEen® 31.6{ 7 M- Predictions
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Motivation and Research Problem
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 High temperatures can potentially have adverse effects on humans, animals, and plants. 306 - 08
Additionally, they might lead to 1ssues such as increased electricity demand. However, 3041 206{ 7
through intervention and prevention, we have the capacity to mitigate the challenges posed by 021 | | | | 044 | | . | |
high temperatures. Therefore, our subject is predicting the maximum temperatures in the TR T e e o e e e
summer seasons in Taiwan. (c) Estimated coefficients for the linear regression (d) PCs and EOFs modes of the four
model largest estimated coefficients
* Here, we utilize machine learning models to explore the prediction problem of summer o 120 oo /\UW/\/M\[W\/\/J\W
temperature, taking a data-driven approach. The research uses global sea surface temperatures %ﬂﬁwﬁéigi ?00% . .
in May (SST; predictor) to forecast the average of June, July, and August (JJA) maximum mnes s ! - _\1 f-& c U em
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Correlation map of average JJA Tmax and SST in May Figure 1 Correlation map | 1 lzﬁﬁf*%ﬁ;r WWVV/N\/\/\M ar oy
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: average  JJA maximum Figure 3 (a) (b) Correlation coefficient and root-mean-square error of the linear
o “ s temperature in Taiwan. The regression model. 90% of the data 1s used 1n training and validation, and 10% 1s
dots indicate significance used 1n testing. (c) shows the estimated coefficients of the linear regression model.
0° 0° . .
at the 0.05 level. Data (d) shows the PCs and EOFs modes of the four largest estimated coefficients.
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. Data Processing: 2()2()) RandomForestRegressggrr:rgé;%teg N?QEI:'I('I)’.ule{I'W_tmax on Test Set. RandomForestRegressor(Ié(())I;r):: g.rggiéiﬁg;%c.lz'g.ue TW_tmax on Test Set.
Before model training, global sea surface temperature (SST) 1s weighted along latitude. o] - MR v e | [T e e |
Detrend, anomaly, and empirical orthogonal function analysis (EOF) are applied to SST. | - Rt
128 components are retained after EOF, explained variance ratio 1s 0.9691.JJA maximum faal — >~/ |== 'iit E_ -
temperature in Taiwan excludes areas with elevation higher than one thousand meters. e =3 §ao e
e Machine Learning Models: " s0a. = 30 " e ";,..h
sklearn.ensemble.RandomForestClassifier, sklearn.linear model.LinearRegression, and S e e e
sklearn.ensemble.RandomForestRegressor are used. (Pedregosa et al., 2011.) ) IR c—— % e N S O
) MOd,el AnalySIS ?nd Insp eCtl(,)n: , , (e) Visualization of features (f) Visualization of features (EOF applied)
1. LinearRegression: sklearn.linear model.LinearRegression.coef .
2. RandomForestClassifier and RandomForestRegressor: SHAP Module. (Lundberg, N Q% g “v? ﬁ
2017.) oo N
3. K-Fold cross-validation \( 53% R L2
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Results: season forecast (hot anomaly/normal/cool anomaly)
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(a) Histogram of detrended and (b) Confusion matrix of (¢) Confusion matrix of | Figure 4 (a) (c) Correlation coefficient and root-mean-square error of the random
anomaly average JJA Tmax RandomForestClassifier RandomForestClassifier (EOF applied) . 0 . . .. . . 0
forest regression model. 90% of the data 1s used 1n training and validation, and 10%
Class 0 Class 1 Class 2 0.8 0.8 . . . .
coolanomaly - nomal - hotanomaly O N - 0 . 1s used 1n testing. (b) (d) shows the twenty most important features used by the
° . os model. (e) presents the visualization of features. (f) shows the PCs and EOFs modes
) . 05 03 \_of the first three features. -
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| ’ o ] = = 0  We experimented a data-driven framework with physical explainability for
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Figure 9 (a) The class (d) Features have the most impact on (e) Features have the most impact on prototype for similar appllcatlons.
dicted is defined b the model for class 0 the model for class 0 (EOF applied) « K-Fold cross-validation for summer classification:
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cool anomaly, class 1 is T s bt * LinearRegression: mean correlation coefﬁments are 0.089 and 0.139 (EOF).
normal, and class 2 (last (f) Visualization of features (g) Visualization of features (EOF * RandomForestRegressor: mean correlation coefficients are 0.349 and 0.139 (EOF).
33%) is hot anomaly. | | | | | | | applied) e » Overall, the performance of RandomForestRegressor model 1s superior to the linear one.
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